
Signal Strength – Summer 2013

strengths of the five channels and the SM expectation of one is about 8%. The compatibility between
the combined best-fit signal strength µ̂ and the best-fit signal strengths of the five channels is 13%. The
dependence of the combined value of µ̂ on the assumed mH has been investigated and is relatively weak:
changing the mass hypothesis between 124.5 and 126.5 GeV changes the value of µ̂ by about 4%.

Table 2: Summary of the best-fit values and uncertainties for the signal strength µ for the individual
channels and their combination at a Higgs boson mass of 125.5 GeV.

Higgs Boson Decay µ
(mH=125.5 GeV)

VH → Vbb −0.4 ± 1.0
H → ττ 0.8 ± 0.7

H → WW (∗) 1.0 ± 0.3
H → γγ 1.6 ± 0.3

H → ZZ(∗) 1.5 ± 0.4
Combined 1.30 ± 0.20
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Figure 1: Measurements of the signal strength parameter µ for mH =125.5 GeV for the individual chan-
nels and their combination.

In the SM, the production cross sections are completely fixed once mH is specified. The best-fit value
for the global signal strength factor µ does not give any direct information on the relative contributions
from different production modes. Furthermore, fixing the ratios of the production cross sections to the
ratios predicted by the SM may conceal tension between the data and the SM. Therefore, in addition to
the signal strength in different decay modes, the signal strengths of different Higgs production processes
contributing to the same final state are determined. Such a separation avoids model assumptions needed
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Search for Higgs ➛ bb …
Higgs boson searches in fermionic final state at LHC

Search for H → bb decay

Search for H → bb

Which production mode
for bb final state ?

All but gluon fusion
σtot(bb̄) ∼ 107 pb

Relevant observable : mbb

Refined energy scale and
resolution for b-jets

jet kinematics

soft lepton properties

...

Improvement : ∼ 10 − 15%
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Most sensitive  
production mode …? !
[Gluon fusion excluded]

qqbb final state 
high bgk. rate

W/Z signature 
most sensitive

ttH production 
dedicated search

Relevant observable: mbb …

ATLAS-CONF-2013-079 
CMS PAS HIG-13-012 
CMS PAS HIG-13-011

0 50 100 150 200 250

E
ve

n
ts

210

310

410

510

610 Data
VH(bb) (best fit)

tt
Wt
Z+bb
Uncertainty
Pre-fit background

ATLAS Preliminary

 -1Ldt = 4.7 fb∫ = 7 TeV s

 -1Ldt = 20.3 fb∫ = 8 TeV s

 sidebands
ll

m
2 lep., n>=2 jets, 2 tags

 [GeV]V

T
p

0 50 100 150 200 250

D
a

ta
/M

C

0.9

1

1.1 0 50 100 150 200 250

E
ve

n
ts

210

310

410

510

610 Data
VH(bb) (best fit)

tt
Wt
Uncertainty
Pre-fit background

ATLAS Preliminary

 -1Ldt = 4.7 fb∫ = 7 TeV s

 -1Ldt = 20.3 fb∫ = 8 TeV s

 selectionµe
2 lep., n>=2 jets, 2 tags

 [GeV]V

T
p

0 50 100 150 200 250

D
a

ta
/M

C

0.9

1

1.1

Figure 26: The pV
T distribution in data (points with error bars) and simulation (histograms) for the top

validation and control regions of the 2-lepton channel. The validation region is defined by the m``
sidebands (left), and the control region by the eµ selection (right); they are inclusive in jet multiplicity
(n >= 2 jets). The Higgs boson signal (mH = 125 GeV) and background contributions after the global
fit are shown as filled histograms. The size of the combined statistical and systematic uncertainty on the
fitted signal+background is indicated by the hashed band. The dashed blue histogram shows the total
background as expected from the pre-fit Monte Carlo simulation. The entries in overflow are included in
the last bin.
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Figure 27: Dijet invariant mass distribution in the lowest pZ
T (left) and the highest pZ

T (right) intervals for
the decay products of a Higgs boson with mH = 125 GeV in the 2-lepton selection. The distributions are
shown using jets calibrated with the EM+JES calibration [55] (black line), and after adding muons inside
jets arising from semileptonic b-decays and correcting for resolution e↵ects specific to the kinematics
of the decay of a Higgs boson with mH = 125 GeV (red line). The distributions are fit to the Bukin
distribution [72] and the parameter representing the width of the core of the distribution is shown in the
figures.
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Higgs ➛ bb in Associated Production

𝑯 → 𝒃𝒃 decay mode: Motivation 

• 𝐻 → 𝑏𝑏: 
– Highest branching ratio at low masses 

• Direct production: 
– 𝑔𝑔 fusion and VBF: By far the highest 

cross-sections 
– Suffers from a huge QCD multi-jets 

backgrounds 
• Associated production: 

– 𝑊±𝐻 and 𝑍𝐻: smaller cross-section but 
cleaner signal 

– 𝑡𝑡̅𝐻:  more complex final sate. Not treated in 
this talk. 
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Event Selection – Basics

Higgs ➛ bb 
ATLAS

Common Selection:
	 at least 2 jets with pt > 45 GeV and pt > 20 GeV; |η| < 2.5 … !
	 the 2 jets with highest momenta are b-tagged, i.e. leading b-jets … !
	 electrons and muons passing loose, medium or tight ID criteria … 
	 [depends on signal categorie]

Table 1: The basic event selection for the three channels.

Object 0-lepton 1-lepton 2-lepton

Leptons 0 loose leptons 1 tight lepton 1 medium lepton
+ 0 loose leptons + 1 loose lepton

Jets

2 b-tags
pjet1

T > 45 GeV
pjet2

T > 20 GeV
+  1 extra jets

Missing ET
Emiss

T > 120 GeV Emiss
T > 25 Gev Emiss

T < 60 GeV
pmiss

T > 30 GeV
��(Emiss

T
, pmiss

T
) < ⇡/2

min[��(Emiss
T
, jet)] > 1.5

��(Emiss
T
, bb̄) > 2.8

Vector Boson - mW
T < 120 GeV 83 < m`` < 99 GeV

Jets originating from b-quarks are identified using the MV1 b-tagging algorithm [56–60], which
combines information from various algorithms based on track impact-parameter significance or explicit
reconstruction of b-hadron decay vertices. The b-tagging selection criterion used in this analysis results
in a typical e�ciency of 70% for b jets, as measured in simulated tt events, and rejection factors of 5 and
150 against c and light jets, respectively.

In the analysis samples for which two b-tagged jets are required, the powerful rejection of the b-
tagging algorithm renders the size of the Vc, Vl and WW simulated samples insu�cient to provide a
reliable description of the dijet mass shape of these backgrounds. In those cases, therefore, an alternative
procedure is used wherein, instead of tagging the c and l-labeled jets by the MV1 algorithm, parameteri-
sations as functions of pT and ⌘ of their probabilities to be b tagged are used.

The missing transverse momentum Emiss
T

[61] is measured as the negative vector sum of the trans-
verse momenta associated with energy clusters in the calorimeters with |⌘| < 4.9. Corrections are applied
to the energies of clusters associated to reconstructed objects (jets, electrons, ⌧ leptons, and photons),
using the calibrations of those objects. The transverse momenta of reconstructed muons are included,
with the energy deposited by these muons in the calorimeters properly taken into account. In addition,
a track-based missing transverse momentum, pmiss

T
, is calculated as the negative vector sum of the trans-

verse momenta of tracks associated to the primary vertex.
Corrections are applied to the simulation to account for small di↵erences from data for trigger ef-

ficiencies, object reconstruction and identification e�ciencies, as well as object energy and momentum
calibrations and resolutions.

5 Event Selection

The optimisation of the analysis is performed for a Higgs boson mass of 125 GeV. The basic event
selection criteria are summarised in Table 1.

Events containing no loose leptons are assigned to the 0-lepton channel. Events containing one
tight lepton and no additional loose leptons are assigned to the 1-lepton channel. Events containing one
medium lepton and one additional loose lepton of the same flavour and of opposite charge are assigned
to the 2-lepton channel.

Exactly two b-tagged jets are required, with pT > 20 GeV and |⌘| < 2.5, and the leading (highest pT)

4

Detailed 
selection criteria for  
the three signal channels …

… 0-lepton 
… 1-lepton 
… 2-lepton



Event Selection – Topological Requirements

Table 2: Further topological criteria in pV
T intervals. The 0-lepton channel does not use the lowest two

pV
T intervals.

pV
T [GeV] 0-90 90-120 120-160 160-200 >200

All Channels �R(b, b̄) 0.7-3.4 0.7-3.0 0.7-2.3 0.7-1.8 <1.4

1-lepton Emiss
T [GeV] >25 >50

mW
T [GeV] 40-120 <120

b-tagged jet must have pT > 45 GeV. The dijet system is formed by these two b-tagged jets. There can
be at most one additional jet with pT > 20 GeV and |⌘| < 2.5. In the 0- and 1-lepton channels, events
containing a jet with pT > 30 GeV and |⌘| > 2.5 are discarded to reduce the tt background and, if three
jets are selected, the two b-tagged jets must be the two leading jets.

In the 0-lepton channel, the multijet background is suppressed by imposing requirements on Emiss
T ,

pmiss
T , the azimuthal angle between those (��(Emiss

T
, pmiss

T
)), the azimuthal angle between Emiss

T
and the

nearest jet (min[��(Emiss
T
, jet)]), and the azimuthal angle between Emiss

T
and the dijet system (��(Emiss

T
, bb̄)).

In the 1-lepton channel, requirements are imposed on Emiss
T and on the transverse mass3 mW

T to select
events consistent with the presence of a W boson. The requirement on the maximum value of mW

T
reduces the contamination from the tt background. This background is reduced in the 2-lepton channel
by imposing criteria on the dilepton invariant mass (m``), which must be consistent with the mass of the
Z boson, and on Emiss

T .
Further topological criteria are applied to reject backgrounds and enhance the sensitivity of the

search. These are outlined in Table 2.
The transverse momentum of the vector boson (pV

T) is reconstructed as the Emiss
T in the 0-lepton

channel, the magnitude of the vector sum of the lepton and the Emiss
T

in the 1-lepton channel (pW
T ) and

of the vector sum of the two leptons in the 2-lepton channel (pZ
T). The events are categorised in five

pV
T intervals, with boundaries at 0, 90, 120, 160, and 200 GeV. The Emiss

T triggers are 90% e�cient for
Emiss

T = 120 GeV, and fully e�cient for Emiss
T > 160 GeV. Only the last three intervals are therefore used

in the 0-lepton channel.
The requirements applied on the angular separation between the two jets of the dijet system, �R(b, b̄) =p
��(b, b̄)2 + �⌘(b, b̄)2, depend on the pV

T interval. The criterion on the minimum value reduces the back-
ground from V+jet production, while the criterion on the maximum value, which reduces the background
from tt production, is tightened with increasing pV

T to take advantage of the increasing collimation of the
dijet system. For the same reason, the criterion on the minimum value is removed in the highest pV

T
interval. In the 1-lepton channel, the requirement of a minimum value for mW

T , designed to reject the
multijet background, is removed for events with pW

T > 160 GeV, where this background is negligible,
thus improving the signal acceptance.

These selection criteria define a set of “2-tag signal regions”, categorised in terms of channel (0-, 1-,
or 2-leptons), pV

T interval, and jet multiplicity (2 or 3). A number of “control” regions are also used in
the analysis to constrain the main backgrounds. These control regions are selected in the same way as
the signal regions, except for the following modifications. For the 1-tag control regions, exactly one jet
must be b tagged, and the highest pT non b-tagged jet plays the role of the second b-tagged jet in the
selection. For the 0-tag control region, no jet is b tagged, and the two leading jets play the role of the
b-tagged jets in the selection. In the 1-lepton channel, the 2-tag region with a third jet selected acts also
as a control region because it is largely dominated by tt events. In the 2-lepton channel, two additional

3The transverse mass mW
T is calculated from the transverse momenta and the azimuthal angles of the charged lepton (p`T

and �`) and missing transverse momentum (Emiss
T and �miss): mW

T =
q

2p`TEmiss
T (1 � cos(�` � �miss)).

5

Background rejection and 
sensitivity enhancement using event topology …

V = Z,W

Higgs

b-Quark

b-Quark

l,ν

l,ν

Determine transverse momentum pT of the  
produced vector boson using … !
	 ET,miss 	 	 	 0-lepton channel 
	 ET,miss + pT,lep		 1-lepton channel 
	 PT,Z	 	 	 	 2-lepton channel

Expectation:  
The higher pT of the Vector Boson the lower the opening 
angle between Higgs decay products (b-jets) …

Increasing S/B

Higgs ➛ bb 
ATLAS



B-Quark Tagging in ATLAS
BͲtagging�algorithm�in�ATLAS

5

• Impact�parameter�(IP)�base�
IP3D:�LogͲlikelihood�base�algorithm
• Use�transverse�and�longitudinal�IP�significance�

as�the�PDFs
• wtrack =�pb/pl
• wjet =�6track log(wtrack)

ATLASͲCONFͲ2011Ͳ102

Impact parameter (IP) based …

IP3D: Log-likelihood based algorithm … !
Utilizes PDFs of …

…	 transverse and longitudinal IP significance … !
	 ➛ track weight wtrack = Pb-jet/Plight 
  	 ➛ jet weight wtjet = ∑track log(wtrack) 

Secondary 
vertex

Primary 
vertex Impact 

parameter

b-jet



B-Quark Tagging in ATLAS

Secondary vertex (SV) based …

SV1: Log-likelihood based algorithm … !
Utilizes SV reconstructing …

…	 2D and 1D likelihood ratios … !
	     ➛ 2D: SV mass, ∑(PT,SV)/∑(PT,jet) … 
	     ➛ 1D: number of 2-track vertices … 
	     ➛ 1D: ΔR(jet, PV-to-SV direction) …

Secondary 
vertex

Primary 
vertex Impact 

parameter

b-jet

BͲtagging�algorithm�in�ATLAS
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• Secondary�vertex�(SV)�base
SV1:�LogͲlikelihood�base�algorithm
• reconstruct�SV�and�take�likelihood�ratio�of:�

Ͳ 2D�{�SV�mass,�6(PT SV�track)/6(PT all�track�in�jet)�}
Ͳ 1D�number�of�twoͲtrack�vertices
Ͳ dR (jetͲdirection,�PVÆSV�direction)

ATLASͲCONFͲ2011Ͳ102



B-Quark Tagging in ATLAS

Secondary vertex (SV) based …

JetFitter: Special algorithm … !
Exploits topology of weak B/D-hadron  
decay chain inside jets …

BͲtagging�algorithm�in�ATLAS

7

• Secondary�vertex�(SV)�base
JetFitter:��Special�algorithm
• Exploit�the�topology�of�weak�B/CͲhadron decay�

chain�(bÆcÆX)�inside�jets
• Use�Kalman filter�to�find�a�common�line�

on�PVÆb vertex�Æ c�vertex decay�chain
• Discrimination�of�b/c/lightͲjets�based�on�likelihood�

similarly�as�SV1.

ATLASͲCONFͲ2011Ͳ102

BͲtagging�algorithm�in�ATLAS

7

• Secondary�vertex�(SV)�base
JetFitter:��Special�algorithm
• Exploit�the�topology�of�weak�B/CͲhadron decay�

chain�(bÆcÆX)�inside�jets
• Use�Kalman filter�to�find�a�common�line�

on�PVÆb vertex�Æ c�vertex decay�chain
• Discrimination�of�b/c/lightͲjets�based�on�likelihood�

similarly�as�SV1.

ATLASͲCONFͲ2011Ͳ102

!
	 ➛ reconstruct PV-SV1-SV2 line …  
  	 ➛ use likelihood similar to SV1 method … 

SV1

SV2

PV
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Figure 1: Light-jet rejection (left) and c-jet rejection (right) as a function of the b-tag efficiency for the
b-tagging algorithms calibrated in this note, based on simulated tt̄ events.

40 GeV, 40 GeV ≤ pT < 50 GeV, 50 GeV ≤ pT < 60 GeV, 60 GeV ≤ pT < 75 GeV, 75 GeV ≤ pT <
90 GeV, 90 GeV≤ pT < 110 GeV, 110 GeV≤ pT < 140 GeV and 140 GeV ≤ pT < 200 GeV, while the
η bins are 0≤ |η |< 0.6, 0.6 ≤ |η | < 1.2, 1.2 ≤ |η |< 1.8 and 1.8 ≤ |η |< 2.5. The data-to-simulation
scale factors do not show a strong dependence in either jet pT or |η |, and the final results only include
the subdivision in jet pT.

2 Data and Simulation Samples, Object Selection
The data sample used in the analyses corresponds to approximately 5 fb−1 of 7 TeV proton-proton
collision data collected by the ATLAS experiment during 2011. Events were collected with triggers
that require a muon reconstructed from hits in the muon spectrometer that is spatially matched to a
calorimeter jet. In each jet pT bin of the analyses, the muon-jet trigger with the lowest jet threshold that
has reached the efficiency plateau is used. In the lower pT region (up to 60 GeV in the prelT analysis
and up to 75 GeV in the system8 analysis) events with at least one jet with ET > 10 GeV at the last
trigger level are used. Starting from 60 GeV (75 GeV) the prelT (system8) analysis uses events with at
least one jet with ET > 10 GeV at the first trigger level. In the region between 110 and 200 GeV, the
system8 analysis uses events with at least one jet ET > 20 or 30 GeV at the first trigger level. Each of the
muon-jet triggers is collecting data at a fixed rate slightly below 1 Hz, meaning that the low jet threshold
triggers are heavily prescaled.

The key objects for b-tagging are the reconstructed primary vertex, the calorimeter jets and tracks
reconstructed in the inner detector. The tracks are associated with the calorimeter jets with a spatial
matching in ∆R(jet, track) [4]. The track-selection criteria depend on the b-tagging algorithm, and are
detailed in [2, 5]. Jets are reconstructed from topological clusters [6] of energy in the calorimeter us-
ing the anti-kt algorithm with a distance parameter of 0.4 [7–9]. The jet reconstruction is done at the
electromagnetic scale and then a scale factor is applied in order to obtain the jet energy at the hadronic
scale. The jet energy is further corrected for the energy of the muon and the average energy of the corre-
sponding neutrino in simulated events, to arrive at the jet energy scale of an inclusive b-jet sample. The

2

Advanced 
combined algorithm …

MV1: Neural net based …

Combines output weights from  
IP3D, SV1 and JetFitter in a  
multivariate method …

CHEP 2007, Victoria, Sep 5 Jörg Stelzer: Machine Learning with 2TMVA

The General Classification Problem
General definition of a classifier f: Rn Æ N, xÆ {0, 1, 2, } 

Sample x (n discriminating input variables) in different categories
The problem: How to draw the boundaries between H0, H1, and H2 such 
that f(x) returns the true nature of x with maximum correctness
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Rectangular Cuts ?

Which method is best to find the optimal boundary?

Large n Æ Let the machine decide ! Machine Learning
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Large n Æ Let the machine decide ! Machine Learning

MVA: Multivariate Data Analysis
Automatized multi-dimensional classification of  
different event categories; select optimal classifier [e.g. NN] …

Higgs ➛ bb 
ATLAS



Background Determination
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 0-lepton (x 3 pT,V bins) Shape Shape Norm Norm -
 1-lepton (x 5 pT,V bins) Shape Shape Norm Norm -
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Signal region Control region

Total: !
26 SR 
31 CR

General approach:
Global log-likelihood fit of data in 26 signal and 31 control regions … 
Exploit different background and signal compositions in different regions …
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	 ➛	 yields background normalization & shape systematics … 
	 ➛	 allows to account for signal contamination in CRs … 
	 ➛	 includes systematic uncertainties via nuisance parameters …
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Higgs ➛ bb Mass Peak

Higgs ➛ bb 
ATLAS
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Figure 14: The mbb distribution in data after subtraction of all backgrounds except for the diboson pro-
cesses and for the associated WH and ZH production of a SM Higgs boson with mH = 125 GeV (left).
Also shown is the mbb distribution where the contributions from all channels, pV

T intervals, and data
taking periods are summed weighted by their respective values of Higgs-boson-signal over background
ratio (right). The backgrounds are evaluated according to the results of the global Higgs-boson fit. The
Higgs boson signal contribution is shown both with its fitted signal strength (indicated as “best fit”) and
as expected for the SM cross section ( indicated as µ = 1.0). The size of the combined statistical and
systematic uncertainty on the fitted background is indicated by the hashed band.
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Figure 15: Expected (dashed) and observed (solid) 95% CL cross section upper limits, normalised to the
SM Higgs boson production cross section, as a function of mH for all channels and data taking periods
combined. The expected upper limit is given for the background-only hypothesis. The green and yellow
bands represent the 1� and 2� ranges of the expectation in the absence of a signal.
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Background subtracted 
mass peak … !
with regions weighted by S/B

Gray: Di-Boson signal !
[WZ, ZZ, Z ➛ bb]

Red: Higgs signal !
[Dark: fitted; light: SM]



Higgs ➛ bb Signal Strength
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Figure 12: The fitted diboson signal strength µVZ for the 7 TeV, 8 TeV, and combined datasets, and for the
three channels separately and combined. The individual µVZ-values for the lepton channels are obtained
from a simultaneous fit with the signal strength for each floating independently.
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Figure 13: The fitted values of the Higgs-boson signal strength parameter µ for the 7 TeV, 8 TeV, and
combined datasets, and for the three channels separately and combined, all for mH = 125 GeV. The
individual µ-values for the lepton channels are obtained from a simultaneous fit with the signal strength
for each floating independently.
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√s = 7 TeV: 
Substantial deficit … !
	 μ = − 2.1 ± 1.4

√s = 8 TeV: 
About 1σ excess … !
	 μ = 0.6 ± 0.7

Combined: 
Consistent with μ = 0 or 1… !
	 μ = 0.2 − 0.6

+ 0.7



Validation of Fit Model
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Figure 12: The fitted diboson signal strength µVZ for the 7 TeV, 8 TeV, and combined datasets, and for the
three channels separately and combined. The individual µVZ-values for the lepton channels are obtained
from a simultaneous fit with the signal strength for each floating independently.
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Di-boson fit summary 
for each year and channel …

Validation fit done with 
Higgs constrained to SM …

Observed rate: !
	 μ = 0.9 ± 0.2 !
	 	 [Consistent with SM]
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Figure 14: The mbb distribution in data after subtraction of all backgrounds except for the diboson pro-
cesses and for the associated WH and ZH production of a SM Higgs boson with mH = 125 GeV (left).
Also shown is the mbb distribution where the contributions from all channels, pV

T intervals, and data
taking periods are summed weighted by their respective values of Higgs-boson-signal over background
ratio (right). The backgrounds are evaluated according to the results of the global Higgs-boson fit. The
Higgs boson signal contribution is shown both with its fitted signal strength (indicated as “best fit”) and
as expected for the SM cross section ( indicated as µ = 1.0). The size of the combined statistical and
systematic uncertainty on the fitted background is indicated by the hashed band.
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Figure 15: Expected (dashed) and observed (solid) 95% CL cross section upper limits, normalised to the
SM Higgs boson production cross section, as a function of mH for all channels and data taking periods
combined. The expected upper limit is given for the background-only hypothesis. The green and yellow
bands represent the 1� and 2� ranges of the expectation in the absence of a signal.
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Figure 18: Expected (dashed) and observed (solid) 95% CL cross section upper limits, normalised to the
SM Higgs boson production cross section, as a function of mH for all channels, for the 7 TeV dataset (left)
and the 8 TeV dataset (right). The expected upper limits are given for the background-only hypothesis.
The green and yellow bands represent the 1� and 2� ranges of the expectations in the absence of a signal.
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Combined limit at mH=125 GeV … 
σ/σSM < 1.4 (1.3 expected) @ 95% CL



Search for Higgs ➛ ττ

Higgs boson searches in fermionic final state at LHC
Search for H → ττ decay

Search for H → ττ

Which production mode ? All of them are exploited

Experimental challenges for H → ττ :

Decay of τ pair into stable particles leads to 3 different final states

Reconstruction of (τ, τ) invariant mass (escaping neutrinos)

Energy scale determination of hadronic τ decays (and its uncertainty)

References : ATLAS-CONF-2012-160
CMS PAS HIG-13-004, CMS PAS HIG-12-053

Romain Madar (Freiburg University) PIC2013 - 04/09/13 - Beijing, China 20 / 39

mostly sensitive 
for high pT(τ,τ)

qqH production 
most sensitive

ttH production 
dedicated search

low rate 
less sensitive

Most sensitive  
production mode …? !
[Gluon fusion only at high pT]

Higgs boson searches in fermionic final state at LHC
Search for H → ττ decay

Search for H → ττ

Which production mode ? All of them are exploited

Experimental challenges for H → ττ :

Decay of τ pair into stable particles leads to 3 different final states

Reconstruction of (τ, τ) invariant mass (escaping neutrinos)

Energy scale determination of hadronic τ decays (and its uncertainty)

References : ATLAS-CONF-2012-160
CMS PAS HIG-13-004, CMS PAS HIG-12-053

Romain Madar (Freiburg University) PIC2013 - 04/09/13 - Beijing, China 20 / 39

Experimental challenges:  
Decay modes lead to 3 different final states … 
Invariant mass reconstruction due to missing neutrinos … 
Energy scale determination and uncertainty for τ-decays …

ATLAS-CONF-2012-160 
CMS PAS HIG-13-004 
CMS PAS HIG-13-053

τ-decays: !
	 Leptonic 	[ca. 35%]: 	τ± ➛ e±νeντ, τ± ➛ μ±νμντ       
	 Hadronic	[ca. 65%]:	 τ± ➛ π±ντ, τ± ➛ π±π±π∓ντ …         τlepτhad

τhadτhad

τlepτlep



Tau-Reconstruction and Identification

Reconstruction !
	 τhad-algorithm seeded from anti-kt R=0.4 jets 
	 [input: noise-suppressed calo-clusters] !
	 track association within a core cone δR < 0.2  !
	 track-vertex association; robust against pile-up 
!
Identification !
	 Boosted decision trees (BDT) or  
	 log-likelihood methods … !
	 Identification variables: !
	 	 calorimetric (HAD and EM shower shapes) 
	 	 tracking (isolation, momentum, ...)           
!
Veto on electrons and muons … Th
e 
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Main Background: QCD jets

Hadronic

Signature:
Collimated calorimeter clusters … 
Low track multiplicity … 
Displaced vertex … 
Close by tracks … 



Tau Identification …

Track radius 
Lead core energy fraction 
Leading track momentum fraction  
Number of isolation tracks 
Ring isolation  
Cluster mass  
Track mass  
Transverse flight path significance  
Leading track IP significance 
First 2(3) leading clusters energy ratio 
Maximum ∆R 
Electromagnetic fraction 
TRT HT fraction 
Maximum strip ET 
Hadronic track fraction 
Electromagnetic track fraction 
Hadronic radius 
Corrected cluster isolation energy

Variable Eqn. Jet discriminants Electron discriminants
Cut LLH BDT Cut BDT
1 m 1 m 1 m 1 1

Rtrack 11 • • • • • • •

ftrack 12 • • • • •

fcore 13 • • • • •

Nisotrack • • • • •

RCal 14 • • •

fiso 15 •

meff. clusters 16 • •

mtracks 18 • •

S flightT 19 • • •

S lead track 20 • •

f2 lead clusters •

f3 lead clusters • •

∆Rmax • •

fEM 21 •

fHT 22 • •

f trackHad 23 • •

EstripT,max • •

f trackEM 24 •

RHad 25 •

EisoT,corr 26 • •

Table 1: Complete list of variables used by the cut-based (Cut), likelihood-based (LLH) and boosted
decision tree (BDT) jet discriminants, and the cut-based and BDT electron discriminants. The
equation numbers refer to the variable definitions in Appendix A. The use of variables for the
jet discriminants is defined separately for 1-prong (1) and multi-prong (m) candidates.
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Figure 1: Distributions of a selection of jet discriminating variables for MC simulated Z → ττ and
W → τν signal samples and a di-jet background sample selected from 2011 data (see Section
3.3.1). The distributions are normalised to unity.
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Figure 1: Distributions of a selection of jet discriminating variables for MC simulated Z → ττ and
W → τν signal samples and a di-jet background sample selected from 2011 data (see Section
3.3.1). The distributions are normalised to unity.
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Figure 1: Distributions of a selection of jet discriminating variables for MC simulated Z → ττ and
W → τν signal samples and a di-jet background sample selected from 2011 data (see Section
3.3.1). The distributions are normalised to unity.
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Figure 1: Distributions of a selection of jet discriminating variables for MC simulated Z → ττ and
W → τν signal samples and a di-jet background sample selected from 2011 data (see Section
3.3.1). The distributions are normalised to unity.
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Boosted Decision Tree 2

til a given number of final branches, called leaves, are
obtained, or until each leaf is pure signal or pure back-
ground, or has too few events to continue. This descrip-
tion is a little oversimplified. In fact at each stage one
picks as the next branch to split, the branch which will
give the best increase in the quality of the separation. A
schematic of a decision tree is shown in Fig.1, in which
3 variables are used for signal/background separation:
event hit multiplicity, energy, and reconstructed radial
position.

What criterion is used to define the quality of separa-
tion between signal and background in the split? Imagine
the events are weighted with each event having weight
Wi. Define the purity of the sample in a branch by

P =

∑

s Ws
∑

s Ws +
∑

b Wb
,

where
∑

s is the sum over signal events and
∑

b is the
sum over background events. Note that P (1 − P ) is 0
if the sample is pure signal or pure background. For a
given branch let

Gini = (
n

∑

i=1

Wi)P (1 − P ),

where n is the number of events on that branch. The
criterion chosen is to minimize

Ginileft son + Giniright son.

To determine the increase in quality when a node is
split into two branches, one maximizes

Criterion = Ginifather − Ginileft son − Giniright son.

At the end, if a leaf has purity greater than 1/2 (or
whatever is set), then it is called a signal leaf and if the
purity is less than 1/2, it is a background leaf. Events
are classified signal if they land on a signal leaf and back-
ground if they land on a background leaf. The resulting
tree is a decision tree.

Decision trees have been available for some time[5].
They are known to be powerful but unstable, i.e., a small
change in the training sample can give a large change in
the tree and the results.

There are three major measures of node impurity used
in practice: misclassification error, the gini index and
the cross-entropy. If we define p as the proportion of
the signal in a node, then the three measures are: 1 -
max(p, 1-p) for the misclassification error, 2p(1-p) for
the gini index and -plog(p) - (1-p)log(1-p) for the cross-
entropy. The three measures are similar, but the gini
index and the cross-entropy are differentiable, and hence
more amenable to numerical optimization. In addition,
the gini index and the cross-entropy are more sensitive
to change in the node probabilities than the misclassifi-
cation error. The gini index and the cross-entropy are
similar.

S/B
52/48

B
4/37

S/B
48/11

S/B
9/10

S
39/1

S
7/1

B
2/9

PMT Hits?
< 100 ≥ 100

Energy?
< 0.2 GeV ≥ 0.2 GeV

Radius?
< 500 cm ≥ 500 cm

FIG. 1: Schematic of a decision tree. S for signal, B for back-
ground. Terminal nodes(called leaves) are shown in boxes.
If signal events are dominant in one leave, then this leave is
signal leave; otherwise, background leave.

B. Boosting

Within the last few years a great improvement has
been made[6, 7, 8]. Start with unweighted events and
build a tree as above. If a training event is misclassified,
i.e, a signal event lands on a background leaf or a back-
ground event lands on a signal leaf, then the weight of
that event is increased (boosted).

A second tree is built using the new weights, no longer
equal. Again misclassified events have their weights
boosted and the procedure is repeated. Typically, one
may build 1000 or 2000 trees this way.

A score is now assigned to an event as follows. The
event is followed through each tree in turn. If it lands
on a signal leaf it is given a score of 1 and if it lands on
a background leaf it is given a score of -1. The renor-
malized sum of all the scores, possibly weighted, is the
final score of the event. High scores mean the event is
most likely signal and low scores that it is most likely
background. By choosing a particular value of the score
on which to cut, one can select a desired fraction of the
signal or a desired ratio of signal to background. For
those familiar with ANNs, the use of this score is the
same as the use of the ANN value for a given event. For
the MiniBooNE experiment, boosting has been found to
be superior to ANNs. Statisticians and computer scien-
tists have found that this method of classification is very
efficient and robust. Furthermore, the amount of tuning
needed is rather modest compared with ANNs. It works
well with many PID variables. If one makes a monotonic
transformation of a variable, so that if x1 > x2 then
f(x1) > f(x2), the boosting method gives exactly the
same results. It depends only on the ordering according
to the variable, not on the value of the variable.

In articles on boosting within the statistics and com-

Training: 
!
Use a set of simple criteria to  
categorize events by a decision tree … !
Splitting values picked, by optimizing  
separation of signal and background … !
Rebuilt tree by re-weighting events  
misclassified by the decision tree … !
Built many decision trees …

[arXiv:physics/0408124]

Scoring: !
Follow every event through each tree … 
Assign “+1” if classified as signal; “–1” otherwise … !
Renormalized sum of scores: BDT output.



A Somewhat Intuitive Example
Round 1Round 1Round 1Round 1Round 1

2D

h1

α

ε1
1

=0.30
=0.42

Round 2Round 2Round 2Round 2Round 2

α

ε2
2

=0.21
=0.65

h2

3D

Round 3Round 3Round 3Round 3Round 3

h3

α

ε3
3=0.92
=0.14

Iteration 1 Iteration 2 Iteration 3

ε1 = 0.30

α1 = 0.42

ε2 = 0.21

α2 = 0.65

ε3 = 0.14

α3 = 0.92

Re-weighting: ~ e±αi

Exponent: α = ½ ln (1-εi)/εi



A Somewhat Intuitive Example
Final HypothesisFinal HypothesisFinal HypothesisFinal HypothesisFinal Hypothesis
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= sign
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final
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* See demo at
www.research.att.com/˜yoav/adaboost
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* See demo at
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Jet BDT Score and Performance

Distributions of the log-likelihood-ratio are shown in Fig. 5.
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Figure 5: The log-likelihood-ratio for 1-prong (left) and 3-prong (right) tau candidates.

Loose, medium and tight selections on the log-likelihood score have been defined which yield on
average 60%, 45% and 30% signal efficiency. The efficiencies are approximately independent of pT as
the cuts on the likelihood are calculated in bins of pT.

3.2.4 Jet discrimination with boosted decision trees

Boosted decision trees for jet rejection are trained separately on 1-prong and 3-prong candidates. The
BDT trained on 3-prong candidates is used for classifying all multi-prong candidates. BDTs are also
trained in separate categories defined by the number of reconstructed primary vertices (1 to 5 and more
than 5). TMVA [21], a package for multivariate analysis that is part of the ROOT analysis toolkit [22], is
used for training the BDTs. Loose, medium and tight selections on the jet BDT score are defined, which
employ pT-dependent cuts to compensate for the pT-dependence of each BDT. Distributions of the jet
BDT score are shown in Fig. 6.
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Figure 6: The jet BDT score for 1-prong (left) and 3-prong (right) tau candidates.

3.2.5 Performance of the jet discriminating identification methods

In this section, the performance of the jet discriminating tau identification is summarised. No require-
ments for discriminating taus from electrons are applied in this evaluation. The following definitions of
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Figure 7: Inverse background efficiency as a function of signal efficiency for 1-prong (left) and 3-prong
(right) candidates, in low (top) and high (bottom) pT ranges, for all jet discriminants.

3.3.1 Optimisation samples

The electron discriminants are optimised using MC simulated Z → ττ events for signal. The BDT elec-
tron discriminant uses MC simulated Z → ee events for background, while the cut-based discriminant
uses a selection of Z → ee events in ATLAS data, collected in spring of 2011. In the MC samples, signal
candidates are required to match to a true hadronically decaying tau lepton and background candidates
are required to match to a true electron, both within ∆R < 0.2. All candidates are required to have
pT > 20 GeV.

A tag and probe method is used to select electrons misidentified as hadronically decaying tau leptons
from Z → ee events in data. The selection is described here, while a more general discussion of the
tag and probe method is given in Section 4. The Z → ee selection for the data sample includes events
that pass a single electron trigger2, contain a well-identified and isolated electron3 (the tag) and contain
a reconstructed 1-prong tau candidate (the probe). The probe tau is required to pass the loose cut-based
jet discriminant, have pT > 20 GeV, and must not be matched within ∆R < 0.4 to any reconstructed
electrons identified using ‘tight’ criteria [23]. Only tag-probe pairs that are separated by ∆R > 0.4 are
considered and in cases of more than one pair in the event, only the one with the highest transverse
momentum scalar sum is selected. The unique tag-probe pair in the event is required to have an invariant
mass between 80–100 GeV and the tag and probe are required to have opposite charges. Finally, in order

2The electron trigger has an ET > 20 GeV threshold and requires a medium level of identification
3The electron is considered to be well-identified if it passes the ‘tight’ electron identification criteria [23] and isolated if the

sum of track pT in a cone with ∆R < 0.4 around the electron direction is less than 6% of the electron transverse momentum.
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Figure 7: Inverse background efficiency as a function of signal efficiency for 1-prong (left) and 3-prong
(right) candidates, in low (top) and high (bottom) pT ranges, for all jet discriminants.

3.3.1 Optimisation samples

The electron discriminants are optimised using MC simulated Z → ττ events for signal. The BDT elec-
tron discriminant uses MC simulated Z → ee events for background, while the cut-based discriminant
uses a selection of Z → ee events in ATLAS data, collected in spring of 2011. In the MC samples, signal
candidates are required to match to a true hadronically decaying tau lepton and background candidates
are required to match to a true electron, both within ∆R < 0.2. All candidates are required to have
pT > 20 GeV.

A tag and probe method is used to select electrons misidentified as hadronically decaying tau leptons
from Z → ee events in data. The selection is described here, while a more general discussion of the
tag and probe method is given in Section 4. The Z → ee selection for the data sample includes events
that pass a single electron trigger2, contain a well-identified and isolated electron3 (the tag) and contain
a reconstructed 1-prong tau candidate (the probe). The probe tau is required to pass the loose cut-based
jet discriminant, have pT > 20 GeV, and must not be matched within ∆R < 0.4 to any reconstructed
electrons identified using ‘tight’ criteria [23]. Only tag-probe pairs that are separated by ∆R > 0.4 are
considered and in cases of more than one pair in the event, only the one with the highest transverse
momentum scalar sum is selected. The unique tag-probe pair in the event is required to have an invariant
mass between 80–100 GeV and the tag and probe are required to have opposite charges. Finally, in order

2The electron trigger has an ET > 20 GeV threshold and requires a medium level of identification
3The electron is considered to be well-identified if it passes the ‘tight’ electron identification criteria [23] and isolated if the

sum of track pT in a cone with ∆R < 0.4 around the electron direction is less than 6% of the electron transverse momentum.
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Jet BDT Score and Performance

Distributions of the log-likelihood-ratio are shown in Fig. 5.
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Figure 5: The log-likelihood-ratio for 1-prong (left) and 3-prong (right) tau candidates.

Loose, medium and tight selections on the log-likelihood score have been defined which yield on
average 60%, 45% and 30% signal efficiency. The efficiencies are approximately independent of pT as
the cuts on the likelihood are calculated in bins of pT.

3.2.4 Jet discrimination with boosted decision trees

Boosted decision trees for jet rejection are trained separately on 1-prong and 3-prong candidates. The
BDT trained on 3-prong candidates is used for classifying all multi-prong candidates. BDTs are also
trained in separate categories defined by the number of reconstructed primary vertices (1 to 5 and more
than 5). TMVA [21], a package for multivariate analysis that is part of the ROOT analysis toolkit [22], is
used for training the BDTs. Loose, medium and tight selections on the jet BDT score are defined, which
employ pT-dependent cuts to compensate for the pT-dependence of each BDT. Distributions of the jet
BDT score are shown in Fig. 6.

BDT Score

ATLAS Preliminary

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Sa
m

pl
e 

Fr
ac

tio
n 

/ 0
.0

2

0

0.02

0.04

0.06

0.08

0.1 ντ→+Wττ→Z
-1dt L = 130 pb∫2011 dijet data 

>20 GeV
T

1 prong p

BDT Score

ATLAS Preliminary

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Sa
m

pl
e 

Fr
ac

tio
n 

/ 0
.0

2

0
0.02
0.04
0.06
0.08

0.1
0.12
0.14
0.16
0.18

0.2
ντ→+Wττ→Z

-1dt L = 130 pb∫2011 dijet data 
>20 GeV

T
3 prongs p

Figure 6: The jet BDT score for 1-prong (left) and 3-prong (right) tau candidates.

3.2.5 Performance of the jet discriminating identification methods

In this section, the performance of the jet discriminating tau identification is summarised. No require-
ments for discriminating taus from electrons are applied in this evaluation. The following definitions of
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Electron BDT Score

Section 3.3.4.

Category definition Cut tau fraction electron fraction
Barrel Candidates (|η| < 1.7)

f trackHad > 0.04 - fHT < 0.24 38% 2.5%

f trackHad ≤ 0.04
EstripT,max > 0.25 fHT < 0.18 20% 6.6%
EstripT,max ≤ 0.25 fHT < 0.10 15% 64%

f trackEM < 9.8
Endcap Candidates (|η| > 1.7)

f trackHad > 0.02 - - 10% 0.5%
f trackHad ≤ 0.02 - f trackEM ≤ 2.7 17% 26%

Table 3: Category structure used in the cut-based electron veto. Boundary and cut values depend on the
particular selection. Candidates selected by these cuts are considered to be tau leptons. The
last two columns show the fraction of tau leptons and electrons in each category before any
cut is applied. The boundary values and cuts shown here correspond to the loose electron veto
configuration.

3.3.3 Electron discrimination with boosted decision trees

Optimisation of the BDT electron discriminant is performed in four regions of |η|: barrel (|η| < 1.37),
crack (1.37 < |η| < 1.52), end-cap (1.52 < |η| < 2.0) and forward end-cap (2.0 < |η| < 2.3). Seven of
the best performing and best modelled variables in each |η| region are used for training. The variables
are listed in Table 1. The output score of the BDT electron discriminant for electrons and hadronically
decaying taus selected from MC simulated events is shown in Fig. 9. The output demonstrates good
separation between electrons and hadronically decaying taus.
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Figure 9: Score of the BDT-based electron veto for MC simulated hadronic tau decays and electrons.
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Electron BDT Performance

3.3.4 Performance of the electron discriminating identification methods

In this section, the performance of the electron discriminating tau identification is summarised. The
efficiency for MC simulated signal tau candidates versus the rejection (reciprocal of the efficiency) of
MC simulated electrons is shown in Fig. 10. The efficiencies are shown for both the cut-based and BDT-
based electron discriminants, in four regions of |η|. The figures were produced with 1-prong reconstructed
tau candidates with pT > 20 GeV. The BDT-based electron discriminant far out-performs the cut-based
discriminant, achieving background rejection factors in the range 100–1000 for a signal efficiency of
50%. A detailed comparison of the electron discrimination in data and simulation is given in Section
4.3. Note that the signal efficiencies at the loose, medium and tight working points are lower than the
nominal values because of a difference in the definition of the signal efficiency in the performance and
optimisation sections. The definition in this section results in lower values of the efficiency, since the
track selection efficiency used in tau reconstruction can cause true 1-prong taus to be reconstructed with
no prongs.
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Figure 10: Inverse background efficiency as a function of signal efficiency for 1-prong reconstructed
tau candidates with pT > 20 GeV, in four regions of |η|, for both electron discriminants.

3.4 Tau energy scale

This section describes the energy calibration that is applied to reconstructed tau candidates, which differs
in the final steps from the general hadronic calibration. The calorimeter clusters associated to the jets
that seed the tau reconstruction are themselves calibrated using the local hadron calibration (LC) [2].
An additional correction is applied, derived from the simulation of various physics processes with tau
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Tau Identification …

increase of up to ≈25% in the tau identification efficiency. However, no significant deviation in the MC
correction factors is observed when repeating the analysis without electron discrimination.

4.1.4 Results

Measurements of the tau identification efficiency are made for the cut-based, likelihood and BDT dis-
criminants, at the three working points: loose, medium and tight. Visible mass distributions after the full
event selection are shown in Fig. 14, before identification (left) and after tight BDT identification (right).
Fairly good agreement is found between data and MC at all working points.
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Figure 14: Visible mass distributions after the full event selection, before identification (left) and after
tight BDT identification (right).

To estimate the uncertainty on the efficiencies measured from MC and data, 105 pseudo-experiments
are run, recalculating the efficiency. In each pseudo-experiment, numbers from data are drawn from
Poisson PDFs and numbers for MC are drawn from Gaussian PDFs to model the statistical uncertainty
from the MC. The systematic uncertainties are modelled by Gaussian PDFs. This is performed for each
tau identification working point. A summary of the measured efficiencies and MC correction factors at
each working point is given in Table 5. Statistical and systematic uncertainties are quoted. The correction
factors agree well with unity.

The study is also performed, changing the threshold on the probe tau pT to 15 GeV or 30 GeV, and
also for one-prong probe taus only. A measurement of 3-prong only candidates is not possible due
to increased levels of background contamination. A summary of the MC correction factors for each
configuration is given in Table 6. In most cases, the efficiency estimated from the data and MC are in
agreement within 1σ. However, there is some tension in the pT > 30 GeV measurements, where the
decreased levels of background contamination allow more accurate efficiency measurements.

4.1.5 Summary

The first measurement of the tau identification efficiency using a tag and probe analysis with Z → ττ
events was made. The uncertainties on the tau identification efficiency measured from data are in the
range 8–12% over the majority of phase space. At this level of precision no significant discrepancies
between the efficiencies in data and MC are found. The uncertainty is dominated by the level of back-
ground contamination before the identification is applied, and the uncertainty on the estimate of the QCD
multi-jet background.
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H ➛ ττ Analysis Results
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(b) H+1-jet Boosted
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(c) H+2-jet VH
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Figure 4: Reconstructed m⌧⌧ of the selected events in the H ! ⌧lep⌧lep channel for the four categories
described in the text for the 8 TeV analysis. Simulated samples are normalised to an integrated luminosity
of 13.0 fb�1 collected at 8 TeV. Predictions from the Higgs boson signal (mH = 125 GeV) and from
backgrounds are given. For illustration only, the signal contributions have been scaled by factors given
in the legends and stacked with the total background prediction.

21

 [GeV]ττmMMC mass 
50 100 150 200

E
ve

n
ts

 /
 2

0
 G

e
V

0

200

400

600

800

1000

1200
Data

ττ→(125)H5 x 

 (OS-SS)ττ→Z

Others (OS-SS)

Same Sign Data
Bkg. uncert.

ATLAS Preliminary

 = 8 TeVs

-1 L dt = 13.0 fb∫

 Boostedhadτe + hadτµ

(a) Boosted category
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Figure 10: MMC mass distributions of the selected events in the Boosted and VBF categories of the
H ! ⌧lep⌧had channel for the 8 TeV analysis. The selected events in data are shown together with
the predicted Higgs boson signal (mH = 125 GeV) stacked above the background contributions. For
illustration only, the signal contributions in the Boosted category have been scaled by a factor 5. The last
bin in the histograms contains the overflow.
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Figure 11: Templates of the 2-dimensional track multiplicity distribution in the 8 TeV analysis of leading
and sub-leading ⌧had candidates for simulated Z ! ⌧⌧ events (a) and same-sign multi-jet events in data
(b) used in the fit of the preselected events.
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(a) 2011 (b) 2012
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(c) Combined 2011 plus 2012

Figure 15: Observed (solid) and expected (dashed) 95% confidence level upper limits on the Higgs boson
cross-section times branching ratio, normalised to the SM expectation, as a function of the Higgs boson
mass. Expected limits are given for the scenario with no signal. The bands around the dashed line
indicate the ±1� and ±2� uncertainties of the expected limit. Results are given for the H ! ⌧lep⌧lep ,
H ! ⌧lep⌧had , and H ! ⌧had⌧had channels combined for 2011 and 2012 alone, as well as 2011 plus
2012 data.
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Figure 29: Display of an event selected by the H ! ⌧had⌧had analysis in the VBF category. The ⌧had
candidates are indicated by green tracks. The dashed line represents the direction of the Emiss

T vector,
and there are two VBF jets marked with turquoise cones. The transverse momenta of the ⌧had candidates
are 56 GeVand 49 GeV, Emiss

T = 26 GeV, m j j = 408 GeV and mMMC = 131 GeV.
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