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internal energy

Fermi-Dirac distribution

specific heat
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end abruptly but will drop away smoothly. To a rough approximation, we
may neglect the logarithmic variation of the density of states with respect
to E and replace (9.61) by D(E) ≈ D0 = const. Under the assumption of a
constant density of states, the internal energy per unit volume u = U/V is
easily calculated as

u =
∫

E D(E) f(E) dE = D0(kBT )2
∞∫

0

x

ex + 1
dx

︸ ︷︷ ︸
π2/12

. (9.62)

The abbreviation x = E/kBT has been used here, and

f(E) = [exp (E/kBT ) + 1]−1

is the occupation probability of the two levels. We differentiate u with respect
to T to obtain the contribution of the tunneling systems to the specific heat:

CV =
(

∂u

∂T

)

V

=
π2

6
D0kB

2 T . (9.63)

This result is in fair agreement with the experimentally observed variation
of C below 1K. However, a more careful analysis of the experimental data
shows that the data for vitreous silica are better described by C ∝ T 1.3 [427].
Similar deviations from strict linearity have also been found in other glasses.
Two types of explanation have been proposed. On the one hand, it has been
argued that the density of states is not strictly constant. On the other hand,
the deviation has been attributed to time effects. We consider the latter effect
more thoroughly here because it is a natural consequence of the distribution
of the tunneling parameter λ.

According to (9.31), the low-temperature relaxation time τ depends on
the ratio (∆0/E). Therefore, the relaxation time of an ensemble of tunnel-
ing systems will vary between a minimum value τmin and infinity, even if
the energy splitting is kept constant. Symmetric systems with (∆0/E) = 1
exhibit the shortest relaxation time, while highly asymmetric systems with
(∆0/E) → 0 relax very slowly. This fact is conveniently expressed by rewrit-
ing (9.31) in the form

τ(E, T ) =
(

E

∆0

)2

τmin(E, T ) . (9.64)

In many experiments, such as measurements of specific heat or internal
friction, the main contribution is due to tunneling systems with an energy
splitting E ≈ kBT . The minimum relaxation time τm = τmin(E = kBT ) of
these systems is an important quantity in the discussion of the dynamics
of amorphous solids. Since τ−1

min ∝ E3 coth(E/2kBT ) according to (9.31), we
may write

τ−1
m = τmin(E = kBT ) = AT 3 . (9.65)
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Fig. 9.33. Specific heat of vitre-
ous silica and crystalline quartz ver-
sus temperature. The specific heat of
the glass exceeds that of the corre-
sponding crystal over the whole tem-
perature range. From [424]

a distance in configurational space. The restriction to only two equilibrium
sites is, of course, a simplification, but the occurrence of many nearly equiv-
alent wells is unlikely in the irregular structure of amorphous solids. The
assumption of a broad distribution of the asymmetry energy ∆ and also of
the tunneling parameter λ is a further basic difference with defect centers in
crystals. In the tunneling model, it is assumed that ∆ and λ are independent
of each other and uniformly distributed according to

P (∆,λ) d∆dλ = P0 d∆dλ , (9.59)

where P0 is a constant. For comparison with experiment, it is more conve-
nient to use the distribution function P (E,∆0) that follows from P (∆,λ)
by a Jacobian transformation. With E2 = ∆2 + ∆2

0, and ∆0 = !Ωe−λ, the
transformation leads to

P (E,∆0) d∆0 dE = P (∆,λ)
∣∣∣∣

∂λ

∂∆0

∣∣∣∣

∣∣∣∣
∂∆

∂E

∣∣∣∣ d∆0 dE

= P0
E

∆0

√
E2 − ∆2

0

d∆0 dE . (9.60)

We integrate over all values of ∆0 to evaluate the density of states D(E),
and find

D(E) =
E∫

∆min
0

P (∆0, E) d∆0 = P0 ln
2E

∆min
0

. (9.61)

To avoid a nonintegrable divergence of the distribution function for vanish-
ing ∆0, a minimum value ∆min

0 for the tunnel splitting has been introduced.
This is a consequence of the fact that an upper limit λmax exists for the
tunneling parameter. Of course, in real systems the function P (λ) will not

total specific heat

► additional T3 term             quasi-harmonic modes 
► linear term ∼T 1.3 instead of ∼T

good agreement but glass is non-equilibrium system

not all TS can contribute in measuring time
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effective density of states

measuring time

minimum relaxation time

heat release of amorphous solids
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Fig. 9.34. Heat release of vitreous
silica. The sample was rapidly cooled
from nitrogen temperature to the mea-
suring temperature of 20mK. The ex-
pected t−1 dependence is indicated by
a straight line [429]

Now we come back to the specific heat of amorphous solids given by
(9.58). This equation contains not only a linear term caused by the tunnel-
ing systems, but also a T 3 term that is due neither to tunneling systems nor
to phonons. The occurrence of this additional term follows in a natural way
from the so-called soft-potential model [430–432], which affords reliable pre-
dictions of the properties of glasses, even above 1 K. In the tunneling model
only double-well potentials, consisting of two identical harmonic wells, are
taken into account. In the soft potential model, a more general expression
for the potential landscape is used, leading to the so-called quasiharmonic
potentials in addition to the double-well potentials discussed so far. Particles
moving in these single wells give rise to more or less harmonic vibrational soft
modes. Below 1 K, both models, the tunneling model and the soft-potential
model, lead to virtually the same predictions because tunneling particles in
doublewells govern the behavior. At higher temperatures, the quasiharmonic
vibrations come into play and determine the properties of glasses, because
the great majority of low-energy excitations belong to this class. The exis-
tence of these low-frequency vibrations has been demonstrated by inelastic
neutron scattering [432]. The additional T 3 term (or T 5 term) in (9.58) is
caused by these quasiharmonic soft modes and is well accounted for by the
soft-potential model.

Finally, we want to touch briefly upon the magnitude of the specific heat,
i.e., the total number of tunneling systems existing in glasses. A unique state-
ment is not possible since, above a few kelvin, the specific heat is mainly de-
termined by quasiharmonic soft modes and phonons. Although it is difficult
to separate the contribution of the tunneling centers unambiguously, a com-
parison with experimental data tells us that, in the range 0 < E/kB ≈ 1K,
roughly 1017 to 1018 tunneling systems/cm3 exist in amorphous solids, i.e.,
the concentration is roughly 10 ppm to 100 ppm. Within rather narrow limits
this number is a characteristic quantity of amorphous solids. The few excep-
tions, e.g., amorphous silicon, can be traced back to the overconstrained ran-

measuring time
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Echo experiments

coherent regime: two-level approximation:

applied rf field:

Schrödinger equation: 
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Bloch equations:

energy relaxation :

phase coherence time      : processes
spectral diffusion
spin diffusion

T  < 1 K               one phonon process

polarization vector:
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echo generation explained in Bloch sphere

9.7 Echo Experiments 335

in a semiquantitative manner. For further discussion we refer the reader to
the literature [436,450].

With decreasing temperature, the interaction between the tunneling sys-
tems and the heat bath becomes weaker and weaker. Finally, at very low
temperatures, the tunneling systems can be considered to be quasi-isolated
and coherent effects come into play that are analogous to those known from
nuclear magnetic resonance.

The application of an alternating acoustic or electric field causes a forced
oscillation of the tunneling systems and thus the generation of an oscillat-
ing elastic or electric polarization. After switching the field off, the systems
continue to oscillate with their eigenfrequency E/h. Because of the distri-
bution of the energy splitting, tunneling systems exist whose phase Et/!
develops faster than the mean value, and of course, there are also systems
whose phase lags behind. Therefore, the phase coherence of the tunneling
systems is lost as time goes on, and the macroscopic polarization vanishes
(‘free induction decay’). As in nuclear magnetic resonance, the polarization
can be turned back for a short time. In such an experiment, a microwave
pulse is applied with a duration chosen in such a way that the resonating
systems are brought into the intermediate state. After switching off the ap-
plied field they quickly lose their common phase. After the time t12, a second
pulse is applied with such a duration that the phase of the wave function of
the tunneling systems is changed by 180◦. As a consequence the development
of the phase in time changes its sign, i.e., time is reversed. After the time t12
has elapsed a second time, all systems will be in phase again for a short while.
A detectable macroscopic polarization thus develops. This additional pulse
is called a spontaneous echo or two-pulse echo.

As an illustration, the sequence of applied pulses and also the induced
macroscopic polarization of the sample is drawn schematically in Fig. 9.46.
As indicated, the echo appears after the time 2t12. Figure 9.47 exploits the
analogy with magnetic resonance. The temporal change in polarization is

F (t )

t

|P (t )|

t

AB C D E

π/2 pulse π pulse

Free induction decay Echo signal

Fig. 9.46. Pulse sequence for the
generation of a spontaneous echo
(top), and the corresponding dielec-
tric polarization (bottom). Capital
letters refer to particular times for
which the polarization vector is de-
picted in Fig. 9.47

Origin of echo
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two-pulse echo decay

► sensitivity five orders of magnitude 
► non-exponential decay

what determines the decay: spectral diffusion

interaction between resonant TS 
and thermally fluctuating TS

energy splitting of single TS
fluctuating with time

borosilicate glass
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spectral diffusion: decay regimes

► short-time limit (no-flip limit):

Gaussian decay

► long-time limit (multiple-flip limit):

exponential  decay

temperature dependence

► short-time limit (no-flip limit):

► long-time limit (multiple-flip limit):

fastest thermal systems
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► transition between regimes is visible at short times

► with increasing temperature, the Gaussian regime 

experimental observation

shifts to shorter times 

and low temperatures. 
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Gerrit Jan Flim                       Heike Kamerlingh Onnes

Leiden 1911
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Observations regarding superconductivity

► small atomic volume appears to favor superconductivity

► metals, semi-metals, semi-conductors (highly doped)

► not superconducting:  good conductors Ag, Au, Cu, K, …. and magnetic systems Fe, Ni, Co, …

► impurities are unimportant, except magnetic impurities

► structural order is unimportant: single crystals, poly crystals, alloys, amorphous solids

► transition temperatures are material dependent and spread over a wide range

► sufficiently large magnetic fields destroy superconductivity
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BCS 

Cuprate

Iron-pnictogen-based 

Fullerene 

Heavy Fermion

Carbon-allotrope

Nickel-based 
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Superconducting Transition for CSHx @ 174 - 267 GPa

374 | Nature | Vol 586 | 15 October 2020
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high transition temperatures. This comes from either the predicted 
material not having the ideal chemical environment for H, or from the 
limitations of standard density functional theory tools to account for 
anharmonicity and for the quantum nature of H (ref. 23).

Covalent metals present an alternative path to realizing 
room-temperature superconductivity, with the superconduc-
tivity of the exemplary system of MgB2 being driven by strongly 
covalent-bonding/antibonding states crossing the Fermi energy24. 
Covalent hydrogen-rich organic-derived materials are another class 
of high-Tc materials that combine the advantages of covalent met-
als and metal superhydrides25,26; an example is H3S (refs. 3,27). Interest 
in these materials has been long-standing since Little’s proposal of 
superconductivity at room temperatures in one-dimensional organic 
polymers with highly polarizable side chains28 and Ginzburg’s model of 
two-dimensional alternating conducting/dielectric ‘sandwich’ layers2,29. 
The removal of the heavy metal from superstoichiometric hydrides in 
covalent hydrogen-rich systems offers a promise for ‘greener’ future 
materials synthesized using low-cost, earth-abundant organic reac-
tants. Here, we report superconductivity in a simple organic-derived 
C–S–H system with a highest Tc of  about 288 K over a large pressure 
range between ~140 GPa and ~275 GPa, characterized by electrical 
resistance, magnetic susceptibility and field-dependence electrical 
transport measurements, as well as Raman spectroscopy. A series of 
structural and electronic phase transitions from molecular to metallic 
and superconducting are confirmed.

Superconductivity in carbonaceous sulfur hydride
The photochemically synthesized C–S–H system becomes supercon-
ducting with its highest critical temperature being Tc = 287.7 ± 1.2 K at 
267 ± 10 GPa. The temperature probe’s accuracy is ±0.1 K. The supercon-
ducting transition was evidenced by a sharp drop in resistance towards 
zero for a temperature change of less than 1 K (Fig. 1a), which was measured 

during the natural warming cycle (~0.25 K min−1) from low temperature 
with a current of 10 µA–1 mA. The transition temperature determined from 
the onset of superconductivity appears to be approaching a dome shape 
as a function of pressure (Fig. 1b). It increases from 147 K at 138 ± 7 GPa 
until it levels off to ~194 K at about 220 GPa, with the pressures measured 
from the diamond edge using the Akahama 2006 scale30 and calibrated 
H2 vibron frequency (see Methods). Remarkably, a sharp increase in Tc 
is observed above 220 GPa with a rate of around 2 K GPa−1 (Fig. 1b). The 
highest pressure studied is 271 GPa, at which the material has Tc ≈ 280 K. 
A Pt lead inside the cell failed as the pressure was increased from 267 GPa, 
forcing the use of an adjacent Pt lead as a combined current–voltage probe 
(quasi-four-point measurement). We estimate the contribution from this 
shorted section of the Pt lead to be only ~0.1 Ω (Extended Data Fig. 4). 
Additionally, no change in the shape of the superconducting transition 
was observed when the current was reduced to 0.1 mA, hence indicating 
bulk—rather than filamentary—superconductivity. These results were con-
firmed by a large number of experiments with over three dozen samples 
(see Supplementary Information and Extended Data Fig. 7). We note that 
the resistance of the sample decreases with increasing pressure, showing 
that it becomes more metallic at higher pressures.

a.c. magnetic susceptibility
A superior test for superconductivity is the search for a strong diamag-
netic transition in the a.c. magnetic susceptibility. In Fig. 2a, the real 
part of the temperature-dependent a.c. magnetic susceptibility χ′(T) 
of the sample is shown for one of the experimental runs. The onset of 
superconductivity is signalled by a large (10–15 nV), sharp drop in sus-
ceptibility indicating a diamagnetic transition, which shifts to higher 
temperatures with increasing pressure. The highest transition tem-
perature measured in this way is 198 K (transition midpoint), reached 
at the highest pressure measured (189 GPa). The quality of the data is 
high given the small sample size (~80 µm in diameter and 5–10 µm in 
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Fig. 1 | Superconductivity in C–S–H at high pressures. a, Temperature- 
dependent electrical resistance of the C–S–H system at high pressures (P),  
showing superconducting transitions at temperatures as high as 287.7 ± 1.2 K at 
267 ± 10 GPa. The data were obtained during the warming cycle to minimize  
the electronic and cooling noise. We note that the left and right vertical axes 
represent results from two different experimental runs. b, microphotographs  
showing the photochemical process of superconducting C–S–H sample with 
electrical leads in a four-probe configuration for resistance measurements.  
c, Pressure dependence of Tc, as determined by the sharp drop in the electrical 

resistance (‘ρ’) and a.c. susceptibility (‘χ′’) measurements shown in Figs. 1a, 2a. 
Tc increases with pressure from ~140 GPa, then gradually levels off to ~194 K 
around 220 GPa, and then sharply increases afterwards, showing a discontinuity  
around 225 GPa. The highest Tc observed was 287.7 K at 267 GPa. The 
low-temperature quasi-four-point resistance measurement at 271 GPa (the 
highest pressure measured) shows a superconducting transition at ~280 K. The 
solid lines are to guide the eye and different colours represent different experiments.  
The red and black arrows represent room temperature (15 °C) and the freezing 
point of water, respectively. Error bars reflect uncertainty in the measured value.
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high transition temperatures. This comes from either the predicted 
material not having the ideal chemical environment for H, or from the 
limitations of standard density functional theory tools to account for 
anharmonicity and for the quantum nature of H (ref. 23).

Covalent metals present an alternative path to realizing 
room-temperature superconductivity, with the superconduc-
tivity of the exemplary system of MgB2 being driven by strongly 
covalent-bonding/antibonding states crossing the Fermi energy24. 
Covalent hydrogen-rich organic-derived materials are another class 
of high-Tc materials that combine the advantages of covalent met-
als and metal superhydrides25,26; an example is H3S (refs. 3,27). Interest 
in these materials has been long-standing since Little’s proposal of 
superconductivity at room temperatures in one-dimensional organic 
polymers with highly polarizable side chains28 and Ginzburg’s model of 
two-dimensional alternating conducting/dielectric ‘sandwich’ layers2,29. 
The removal of the heavy metal from superstoichiometric hydrides in 
covalent hydrogen-rich systems offers a promise for ‘greener’ future 
materials synthesized using low-cost, earth-abundant organic reac-
tants. Here, we report superconductivity in a simple organic-derived 
C–S–H system with a highest Tc of  about 288 K over a large pressure 
range between ~140 GPa and ~275 GPa, characterized by electrical 
resistance, magnetic susceptibility and field-dependence electrical 
transport measurements, as well as Raman spectroscopy. A series of 
structural and electronic phase transitions from molecular to metallic 
and superconducting are confirmed.

Superconductivity in carbonaceous sulfur hydride
The photochemically synthesized C–S–H system becomes supercon-
ducting with its highest critical temperature being Tc = 287.7 ± 1.2 K at 
267 ± 10 GPa. The temperature probe’s accuracy is ±0.1 K. The supercon-
ducting transition was evidenced by a sharp drop in resistance towards 
zero for a temperature change of less than 1 K (Fig. 1a), which was measured 

during the natural warming cycle (~0.25 K min−1) from low temperature 
with a current of 10 µA–1 mA. The transition temperature determined from 
the onset of superconductivity appears to be approaching a dome shape 
as a function of pressure (Fig. 1b). It increases from 147 K at 138 ± 7 GPa 
until it levels off to ~194 K at about 220 GPa, with the pressures measured 
from the diamond edge using the Akahama 2006 scale30 and calibrated 
H2 vibron frequency (see Methods). Remarkably, a sharp increase in Tc 
is observed above 220 GPa with a rate of around 2 K GPa−1 (Fig. 1b). The 
highest pressure studied is 271 GPa, at which the material has Tc ≈ 280 K. 
A Pt lead inside the cell failed as the pressure was increased from 267 GPa, 
forcing the use of an adjacent Pt lead as a combined current–voltage probe 
(quasi-four-point measurement). We estimate the contribution from this 
shorted section of the Pt lead to be only ~0.1 Ω (Extended Data Fig. 4). 
Additionally, no change in the shape of the superconducting transition 
was observed when the current was reduced to 0.1 mA, hence indicating 
bulk—rather than filamentary—superconductivity. These results were con-
firmed by a large number of experiments with over three dozen samples 
(see Supplementary Information and Extended Data Fig. 7). We note that 
the resistance of the sample decreases with increasing pressure, showing 
that it becomes more metallic at higher pressures.

a.c. magnetic susceptibility
A superior test for superconductivity is the search for a strong diamag-
netic transition in the a.c. magnetic susceptibility. In Fig. 2a, the real 
part of the temperature-dependent a.c. magnetic susceptibility χ′(T) 
of the sample is shown for one of the experimental runs. The onset of 
superconductivity is signalled by a large (10–15 nV), sharp drop in sus-
ceptibility indicating a diamagnetic transition, which shifts to higher 
temperatures with increasing pressure. The highest transition tem-
perature measured in this way is 198 K (transition midpoint), reached 
at the highest pressure measured (189 GPa). The quality of the data is 
high given the small sample size (~80 µm in diameter and 5–10 µm in 
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Fig. 1 | Superconductivity in C–S–H at high pressures. a, Temperature- 
dependent electrical resistance of the C–S–H system at high pressures (P),  
showing superconducting transitions at temperatures as high as 287.7 ± 1.2 K at 
267 ± 10 GPa. The data were obtained during the warming cycle to minimize  
the electronic and cooling noise. We note that the left and right vertical axes 
represent results from two different experimental runs. b, microphotographs  
showing the photochemical process of superconducting C–S–H sample with 
electrical leads in a four-probe configuration for resistance measurements.  
c, Pressure dependence of Tc, as determined by the sharp drop in the electrical 

resistance (‘ρ’) and a.c. susceptibility (‘χ′’) measurements shown in Figs. 1a, 2a. 
Tc increases with pressure from ~140 GPa, then gradually levels off to ~194 K 
around 220 GPa, and then sharply increases afterwards, showing a discontinuity  
around 225 GPa. The highest Tc observed was 287.7 K at 267 GPa. The 
low-temperature quasi-four-point resistance measurement at 271 GPa (the 
highest pressure measured) shows a superconducting transition at ~280 K. The 
solid lines are to guide the eye and different colours represent different experiments.  
The red and black arrows represent room temperature (15 °C) and the freezing 
point of water, respectively. Error bars reflect uncertainty in the measured value.
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high transition temperatures. This comes from either the predicted 
material not having the ideal chemical environment for H, or from the 
limitations of standard density functional theory tools to account for 
anharmonicity and for the quantum nature of H (ref. 23).

Covalent metals present an alternative path to realizing 
room-temperature superconductivity, with the superconduc-
tivity of the exemplary system of MgB2 being driven by strongly 
covalent-bonding/antibonding states crossing the Fermi energy24. 
Covalent hydrogen-rich organic-derived materials are another class 
of high-Tc materials that combine the advantages of covalent met-
als and metal superhydrides25,26; an example is H3S (refs. 3,27). Interest 
in these materials has been long-standing since Little’s proposal of 
superconductivity at room temperatures in one-dimensional organic 
polymers with highly polarizable side chains28 and Ginzburg’s model of 
two-dimensional alternating conducting/dielectric ‘sandwich’ layers2,29. 
The removal of the heavy metal from superstoichiometric hydrides in 
covalent hydrogen-rich systems offers a promise for ‘greener’ future 
materials synthesized using low-cost, earth-abundant organic reac-
tants. Here, we report superconductivity in a simple organic-derived 
C–S–H system with a highest Tc of  about 288 K over a large pressure 
range between ~140 GPa and ~275 GPa, characterized by electrical 
resistance, magnetic susceptibility and field-dependence electrical 
transport measurements, as well as Raman spectroscopy. A series of 
structural and electronic phase transitions from molecular to metallic 
and superconducting are confirmed.

Superconductivity in carbonaceous sulfur hydride
The photochemically synthesized C–S–H system becomes supercon-
ducting with its highest critical temperature being Tc = 287.7 ± 1.2 K at 
267 ± 10 GPa. The temperature probe’s accuracy is ±0.1 K. The supercon-
ducting transition was evidenced by a sharp drop in resistance towards 
zero for a temperature change of less than 1 K (Fig. 1a), which was measured 

during the natural warming cycle (~0.25 K min−1) from low temperature 
with a current of 10 µA–1 mA. The transition temperature determined from 
the onset of superconductivity appears to be approaching a dome shape 
as a function of pressure (Fig. 1b). It increases from 147 K at 138 ± 7 GPa 
until it levels off to ~194 K at about 220 GPa, with the pressures measured 
from the diamond edge using the Akahama 2006 scale30 and calibrated 
H2 vibron frequency (see Methods). Remarkably, a sharp increase in Tc 
is observed above 220 GPa with a rate of around 2 K GPa−1 (Fig. 1b). The 
highest pressure studied is 271 GPa, at which the material has Tc ≈ 280 K. 
A Pt lead inside the cell failed as the pressure was increased from 267 GPa, 
forcing the use of an adjacent Pt lead as a combined current–voltage probe 
(quasi-four-point measurement). We estimate the contribution from this 
shorted section of the Pt lead to be only ~0.1 Ω (Extended Data Fig. 4). 
Additionally, no change in the shape of the superconducting transition 
was observed when the current was reduced to 0.1 mA, hence indicating 
bulk—rather than filamentary—superconductivity. These results were con-
firmed by a large number of experiments with over three dozen samples 
(see Supplementary Information and Extended Data Fig. 7). We note that 
the resistance of the sample decreases with increasing pressure, showing 
that it becomes more metallic at higher pressures.

a.c. magnetic susceptibility
A superior test for superconductivity is the search for a strong diamag-
netic transition in the a.c. magnetic susceptibility. In Fig. 2a, the real 
part of the temperature-dependent a.c. magnetic susceptibility χ′(T) 
of the sample is shown for one of the experimental runs. The onset of 
superconductivity is signalled by a large (10–15 nV), sharp drop in sus-
ceptibility indicating a diamagnetic transition, which shifts to higher 
temperatures with increasing pressure. The highest transition tem-
perature measured in this way is 198 K (transition midpoint), reached 
at the highest pressure measured (189 GPa). The quality of the data is 
high given the small sample size (~80 µm in diameter and 5–10 µm in 
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Fig. 1 | Superconductivity in C–S–H at high pressures. a, Temperature- 
dependent electrical resistance of the C–S–H system at high pressures (P),  
showing superconducting transitions at temperatures as high as 287.7 ± 1.2 K at 
267 ± 10 GPa. The data were obtained during the warming cycle to minimize  
the electronic and cooling noise. We note that the left and right vertical axes 
represent results from two different experimental runs. b, microphotographs  
showing the photochemical process of superconducting C–S–H sample with 
electrical leads in a four-probe configuration for resistance measurements.  
c, Pressure dependence of Tc, as determined by the sharp drop in the electrical 

resistance (‘ρ’) and a.c. susceptibility (‘χ′’) measurements shown in Figs. 1a, 2a. 
Tc increases with pressure from ~140 GPa, then gradually levels off to ~194 K 
around 220 GPa, and then sharply increases afterwards, showing a discontinuity  
around 225 GPa. The highest Tc observed was 287.7 K at 267 GPa. The 
low-temperature quasi-four-point resistance measurement at 271 GPa (the 
highest pressure measured) shows a superconducting transition at ~280 K. The 
solid lines are to guide the eye and different colours represent different experiments.  
The red and black arrows represent room temperature (15 °C) and the freezing 
point of water, respectively. Error bars reflect uncertainty in the measured value.
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10. Superconductivity

Superconductors in magnetic fields

Type-I superconductors  (pure metals like Pb, Hg, In, Al, …

350 10 Superconductivity

10.1.3 Type I Superconductor

High magnetic fields destroy superconductivity and restore the normal con-
ducting state. Depending on the character of this transition, we may distin-
guish between type I and type II superconductors.

Most pure metals like Pb, Hg, In or Al are type I superconductors. The
behavior of a long superconducting rod in an external magnetic field Ba

is visualized in Fig. 10.8. Small fields are fully screened, i.e., currents
are induced that generate a magnetization acting opposite to the applied
field Ba = µ0H. Since the magnetic flux is completely expelled we may
write Bi = Ba + µ0M = 0, where Bi is the field, or more correctly the mag-
netic induction, inside the sample. Thus, the magnetization M is given by
M = −Ba/µ0, resulting in the susceptibility

χ =
µ0M

Ba
= −1 . (10.1)

This is an important result expressing the fact that type I superconductors
are ideal diamagnets.
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Fig. 10.8. (a) Magnetic field Bi inside a type I superconductor, and (b) its (neg-
ative) magnetization as a function of the applied magnetic field Ba

If the external field is increased, screening breaks down at the critical
magnetic field Bc, and a transition to the normal state takes place. Bc de-
pends on temperature, as shown in Fig. 10.9, for some type I superconductors.
Note that all simple superconductors exhibit qualitatively the same variation,
which can be expressed approximately by the empirical relation

Bc(T ) = Bc(0)

[
1 −

(
T

Tc

)2
]

. (10.2)
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Fig. 10.9. Critical magnetic field Bc

versus temperature of type I super-
conductors (from different authors)

Intermediate State

The shape of the specimen has an important influence on the magnetic be-
havior of superconductors. For a long rod oriented parallel to the applied
field, the magnetization of the rod has no appreciable effect on the magnetic
field. However, for samples with different shape, the magnetization alters the
magnetic field seen by the specimen. For the ‘effective’ magnetic field Beff we
write

Beff = Ba − Dµ0 M , (10.3)

where the demagnetization factor D depends on the sample shape. It is zero
for long cylinders parallel to the field, 1

3 for a sphere, 1
2 for a cylinder per-

pendicular to the field, and unity for a plate perpendicular to the field.
Using the fact that type I superconductors are ideal diamagnets, i.e.,

that M = −Beff/µ0, we find for the effective field Beff = Ba/(1 − D). In
particular, for spherical samples the effective field is given by Beff = 3

2Ba.
This means that already at Ba = 2

3Bc, the field on the equator reaches the
critical value Bc, and magnetic flux will penetrate the sphere. In fact, the
sphere breaks up into alternating regions of superconducting and normal
material, the magnetic flux penetrating the normal conducting regions. In
this state, normal and superconducting domains are oriented parallel to the
applied field, with B = Bc in the normal domains. This peculiar state of
superconducting specimens is known as the intermediate state.

When the applied field reaches the critical value, there is very little normal
material. Increasing Ba further, the normal domains grow in such a way
that the critical field Bc is always present at the equator. In Fig. 10.10, the
magnetic flux through the equatorial plane is drawn as a function of Ba.
Starting at Ba = 2

3Bc, the magnetic flux increases linearly and reaches the
value of the normal conducting material at Bc.

► critical fields are low (mT)
► empirical relation for Bc(T)

Meißner phase


